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Abstract— A robust error concealment scheme using data
hiding which aims at achieving high perceptual quality of images
and video at the end user despite channel losses is proposédthe
scheme involves embedding a low resolution version of eaanage
or video frame into itself using spread spectrum watermarkig,
and extracting the embedded watermark from the received viéo
frame and using it as a reference for reconstruction of the peent
image or frame, thus detecting and concealing the transmigsn
errors. Dithering techniques have been used to obtain a birg
watermark from the low resolution version of the image/vide
frame. Multiple copies of the dithered watermark are embedakd
in frequencies in a specific range to make it more robust to cha
nel errors. It is shown experimentally that based on the fregency
selection and scaling factor variation, high quality watemark
can be extracted from a low quality lossy received image/vieb
frame. Furthermore, the proposed technique is compared tots
two-part variant where the low resolution version is encodd
and transmitted as side information instead of embedding it
Simulation results show that the proposed concealment tedlique
using data hiding outperforms existing approaches in impreing
the perceptual quality, especially in the case of higher las
probabilities.

Index Terms— Image/video transmission, data hiding, digital
half-toning, error concealment, wireless video.

|I. INTRODUCTION

Error concealment methods use spatial and temporal in-
formation to recognize that an error has occurred. Once an
error is detected, the received video stream is adjusteld wit
an attempt to recover the original data. A number of error
concealment techniques have been proposed in the literatur
that use either statistical methods to detect and correctser
(these are usually computationally intensive) or depend on
certain critical information from the transmitter, likeettre-
synchronization markers, to detect these transmissiarserr

In this paper, a new robust error concealment algorithm
which uses watermarking is proposed. Watermarking is lysual
used to introduce some redundancy to the transmitted d#ta wi
little increase in its bit rate during implementation [3].

The basic idea of the proposed algorithm is as follows.
A frame of a video is wavelet transformed and the low-low
approximation coefficients (usually second or third ordeg
then embedded in the frame itself during MPEG encoding. The
embedded data can then be error protected unequally such tha
the mark signal embedded packets are given higher protectio
against channel errors. At the receiver, the mark is exchct
from the decoded frame. The channel corrupted information
of the frame is then reconstructed using the embedded mark
signal. Specific areas lost through transmission are select
from the reconstructed mark signal and replaced in therwalgi

HE transmission of images and video over wired and/érame, thus enhancing its perceptual qualiihis contribution

wireless channels introduces multiple losses into th@ovides modified algorithms for implementation in video
transmitted data that manifest themselves as various typedransmission and high detail color extensions in case cédvir
artifacts. These artifacts degrade the quality of the vecki and wireless transmission scenarios. Also, a comparison of
image/video as they vary rapidly during the course of tranite proposed technique to its two-part variant (where the lo
mission based on the channel conditions. Therefore, tegie iresolution child image is encoded and transmitted as side
need for a good error concealment technique that can detieébrmation) is provided along with an extensive analydis o
and correct (or conceal) these errors better and displayitaperformance.

good quality image/video regardless of the channel caoti

The paper is organized as follows. Section Il briefly

[1]. In the case of video transmission over wireless chanepoints out the previous work in error concealment where
adaptive error control that adapts to the approaches bakieatsimilar/related approaches have been addressed. Setition |
transmitter and at the receiver has proven to be more eféectilescribes the proposed error concealment/reconstruaiton

2.
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rithm using data hiding. Section IV gives a detailed exptana
tion of the multiple scenarios under which the algorithm ban
modified to make it more efficient. The simulations done using
the proposed technique and the obtained results are peesent
in Section V. In Section VI, conclusions are drawn based on
the results and suggestions for further work are discussed.

Ipreliminary results of the performance of the algorithmplementation
for wired transmission of images have been partially regabft].
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Frame Jlnsertingth Inverse | To MPEG
Il. PREVIOUS WORK DCT okt el et
The use of data hiding as an error control tool was first
introduced by Liu and Li [5]. They extracted the important 2ievel | of BinaryLL Lo Hal- | o
information in an image, like the DC components of each DWT DWT coeffy | ton9
8 x 8 block, and embedded it into the host image. In the work Fig. 1. Block diagram of the embedding algorithm.

that followed, Liu and Li's work formed the basis. Certain

key features were extracted from the image and these faature

were encoded and data hidden in the original image either as . .

a resilience tool or for concealment [6]-[8] proposed a set of block-based sequential recovery techsiqu

. . . k;18]' These work well in simplified loss scenarios where

Watermarking of error correcting codes was introduced , . )

" : ccessfully received data is assumed to be reconstructed
Lee and Won [9]. Here, the parities generated by conventiona o :

. loss free. This is often not the case. A comparison of these
error control codes were used for watermarking SeQUENCE L hniques with the proposed technique is provided in ecti
region of interest (ROI) based coded bit stream embeddirsg q prop q P
employed by Wang and Ji, where the ROl DCT bit stream is
embedded into the region-of-background wavelet coeffisien
. : : . I1l. ERRORCONCEALMENT USING DATA HIDING

[10]. This technique gives better results when perceptased o i .
encoding is employed. The proposed scheme can be divided into an embedding

The concept was extended to video coding by Bartolif@'t and a retrieval part. It should be noted that the prapose
et al. [11]. However, they used data hiding as a tool tkechnique does not overload the communication channel by

increase the syntax-based error detection rate in H.263 Beguiring feedback or any retransmission of damaged blocks

not for recovering or correcting lost data. Munagti al.
extended the concept of key feature extraction and embgddi The Embedding Part

to inter-frame coding [12]. In their scheme, the mostim@ott  The data hiding technique used here is a modified version
feature is embedded into the prediction error of the currepf the Cox’s watermarking algorithm [19]. Due to the limited
frame. However, the effects on motion vectors and the loss @hbedding capacity of the algorithm, it is practically not
motion compensated errors were not addressed. Yilmaz ggfsible to embed the whole frame into itself [20]. In this
Alatan proposed embedding a combination of edge orient@@rk, therefore, the discrete wavelet transform (DWT) and
information, block bit-length, and parity bits in intraafnes dithering techniques have been used to reduce the amount
[13]. They use a minimally robust technique of even-odgf data to be embedded such that the algorithm embeds
signalling of DCT coefficients for embedding. maximum information while still catering to the feasibjlit
The problems with existing techniques are: (1) Only one ofigsues. Wavelets have several properties that make theth goo
few selected set of key features are used for embeddingeTheandidates for this application. Some of the important saks
features may not necessarily follow the loss charactesistievant to this algorithm are: (1) The approximation coeffitse
of the channel employed. (2) They use transform domaptovide a good low-resolution estimate of the image, while
to encode the data that needs to be embedded, often D@ilnimizing the aliasing artifacts resulting from the retian
However, if losses occur on the DC coefficient or a set @f resolution, and (2) The wavelet coefficients are localjze
first few AC coefficients, the loss to the extracted referenegich that a corruption of a coefficient through channel srror
would be significant and therefore may lead to reduction ias only local effect on the image. Dithering techniquesenak
concealment performance. (3) Almost all the techniques usgossible to generate binary images which look very simila
fragile or semi-fragile data embedding schemes which agg gray level images. The technique employed here is Floyd-
more susceptible to attacks. Our proposed technique avogteinberg error diffusion dithering algorithm [21], [2ZThe
two of the three problems by embedding half-toned version DIWT approximation coefficients are half-toned before being
the whole reference image (instead of encoding its transfoembedded.
coefficients). This way, loss or errors in the data will have The block diagram of the embedding algorithm is shown in
smaller and local effects on the reconstructed video. Aiptess Fig. 1. The operation of the embedding part can be described
solution to the third problem will be addressed in a futuras follows. The 2-D DWT of the frame is first computed. A
work. second level DWT is performed again on the approximation
A set of concealment techniques that do not use data hidiogefficients to obtain an image that i%—th the size of
while giving similar high levels of performance have beeo-pr the original frame. A half-toned image, the marker, is then
posed in the literature. Block based deterministic intexflan  generated from the reduced size image. One marker is used
models are used for reconstruction of missing blocks ineeithfor each frame. After the marker is generated, each pixel of
spatial domain [14]-[16] (simplified edge extraction imjgims1  the marker is repeatetitimes in a2 x 2 matrix format. This
for obtaining the directional interpolation was consideie repetition operation allows the decoder to recover the srark
[14] and [15] while projection onto convex sets was consder from the data in a more robust fashion.
in [16]) or spectral domain [17] (where lost DCT coefficients Mathematically, the reduced size image generated for the
are estimated based on spatial smoothing constraintsnhd.i a-th frame,f;, can be represented as;. Here,f; is of size
Orchard provided a good review of these techniques andx n andm,; is of size ¢ x 7. The half-toning operation
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. . . . . Received frame Display
is performed onm; using a Floyd-Steinberg diffusion kernel j Eror .
concealment

Drs given by
Extracti Inv DWT/
1 0 0 0 et E m);::(;;g H rZ}oming
Dps=1:0 P 71, 1)
3 5 1 e
) ) . i ) ) Generator
whereP is the current pixel positioD ¢ is typically applied
on each3 x 3 block of the reduced size image. The resulting Fig. 2. Block diagram of the retrieval algorithm.

marker is denoted ae;. Each pixel ofw; is then repeated
in a2 x 2 matrix format to formw;. Note thatw, is of size
T X5 the same as that at the transmitter side. It is tacitly asdume
A zero mean, unit variance pseudo-noise image is theiht the receiver knows the seed for generating the pseudo-
randomly generated with a Gaussian distribution and a knowgise image and the initial frequencidg;, A,), where the
seed. A unique pseudo-noise image, of size 3t x 3 IS mark was inserted. An issue of concern with this assumpsion i
generated for each frame of the video. For a genetiicframe  that it might lead to possible synchronization problems mvhe
f;, of a video sequence, the final watermarkis obtained by severe channel errors cause loss of frames. This can in turn
multiplying ; with the pseudo-noise imagp;: be handled by embedding the frame order numbgsimilar
to the sequence number in packet transmission) into theefram
itself. The receiver side pseudo noise generator algorgdhm
where .x represents element-by-element multiplication. Notee driven by the recovered value while the missing frames can
thatw; € {0,1}. be detected using the missing frame order numbers.
The computed DCT coefficients of the luminance channel The result of the multiplication, denoted #s;, is averaged
of the framef; are denoted aF';. The watermarkyw; is then over the4 pixels € x 2 matrix form) and the binary marker
scaled by a factow, and added to a set of coefficientsly is extracted by taking the sign of this average:

starting at the initial frequencies ¢fA;, A;). The resulting 1
imageY; is given by wri(k, 1) = sgn {Z (Ni(k, l))} . (5)

Y;(k-f—Al,l-f—Ag)ZFi(k-f—Al,l-f—Ag)-f—Oé"lf)i(k,l) (3) where

wherek and! correspond to the pixel location in the spatial 2k 2t
domain and the coefficient location in the DCT domain. Heref\i(k’ 1) = Z Z Yei(K'+ A, U4 D2)-pi(K', 1) (6)
Yi(-,-), Fy(-,-), andw, (-, -) represent the individual component W=2h-lli=al-1
values of matricesy;, F;, and w;, respectively. Note that and¥,;(-,-), pi(-,-), andw,;(-, -) are the individual component
A; € [0, 2] and A, € [0, 2]. Y, is then inverse transformed,values of matricesY,;, p;, and the extracted markew,;,
encoded and transmitted. respectively. Note here that the valueswef; greater thard

In the proposed method, the final watermark is added onlyase assigned a value dfand those that are equal to or less
the mid-frequency DCT coefficients. The range of frequesici¢han 0 are assigned a value to make the resulting image
where the watermark is inserted is strongly dependent Biary. Also note that while the size &f,; is ;7 x 3, the size
the application. For the purpose of delivering a high qualitof w; is & X %.
video through a channel, the mid-frequencies are a goodt has been shown that this approach enables a fairly large
choice. Inserting the watermark in the low-frequencies ibouamount of hidden data to be embedded without significantly
cause visible artifacts in the image, while inserting it i@ffecting the perceptual quality of the encoded image [4].
the high frequencies would make it more prone to chanrf@nce the binary marker is extracted, the reduced size image
induced defects. Also, multiple copies of the marker can heobtained by inverse half-toning the watermark.
inserted sequentially with various initial frequenciestiake  Although a number of algorithms have been proposed for
the watermark more robust to channel errors. In this cad@verse half-toning [23]-[25], the inverse half-toningjafithm

the multiple copies are generated using independent ralydotsing wavelets proposed by Xiorg al. [23] is employed
generated pseudo-noise matrices. here because of its performance and ease of operation. This

process primarily involves edge extraction from the high

: frequency components and edge preserving noise removal of

B. The Retne@l Part _ _ _ the low frequency components of the wavelet coefficients. A
“The block diagram of the retrieval technique is shown igjscrete dyadic wavelet transform using ‘Haar’ wavelet ¢as

Fig. 2. The DCT coefficients of the luminance channel of thgerfect reconstruction filter) without sampling rate casien

W; = W;. * P; 2

received framey,;, denoted byY,;, are computed as is employed to obtain back the processed smooth marker. The
Y, = DCT3(yri) @) whole operation can be represented as
ﬁli = HT_I(WM') (7)

where DCT, represents the 2-D DCT operation.
These coefficients are then multiplied by the correspondimgiere HT~! denotes the inverse half-toning operation and
pseudo-noise imagp;. The pseudo-noise image generated i, is the extracted approximation ai;.
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Fig. 3. Block diagram of the lossy wired transmission model.
Fig. 4. States of the adopted wireless simulation model.

A 2-D inverse DWT is performed on this smooth marker _ _ o
to obtain an intermediate resolution image The values of ON. According to this model, packet loss is introduced when

1h; form the approximation coefficients. Other high frequendj?® queue buffer is full for each of the queues except for queu

coefficients are assumed to bewhile computing the inverse !- S
DWT. Once the packets are reordered based on their priorities, a

g; = IDWTy(rh;). (8) delay is created in the transmission according to predefine_d
latency values. The packets are then randomly dropped in
Note thatg; is of size 3 x 7. It is then up-sampled by a accordance with a known probabilistic distribution (Gaaiss
factor of 2 and passed through a low pass interpolation filtg this case) which has a preset (controllable) mean and
to obtain anm x n image. The resulting imag®, is compared yariance. The remainder of the packets are forwarded to the
with the current received framg,; to detect and conceal thedestination of a point-to-point network.
corrupted blocks by substituting the appropriate data. However, for wireless cases, the model in Fig. 3 does not
The criterion for substituting the loss areas is differeRgork due to the following reasons: (1) Wireless channel has
for images and video. The substituted areas in images @igredictable variation with time, (2) Co- and cross-clenn
identified by packet-size blocks of lost data while in casgterferences are not accounted for, and (3) Fading and powe
of video, these are located using motion vectors and MCEgsses are not considered in the current model. Apart from
values. An implementation issue here is that the markersieglese, the model used in case of wired transmission is atlapte
to be scaled before the appropriate areas are substituted. for network traffic characteristics of Internet, typicalike
scaling can be either done throughout the image or only in thetwork congestion, which is quite unlike the case in wssle
localized areas where the frame experienced packet loAseSransmission.
global scaling constant is used when the image is globallya jink layer modelling instead of network layer is adopted
scaled. In case of local scaling, the different local seplirfor wireless channel transmission scenarios. A simple tpoin
factors are used based on the intensities of the surround{agpoim, two-state Markov chain, i.e., the Gilbert-Ellimodel
areas. Both approaches are explored and the results prdsegk shown in Fig. 4, has been adopted for wireless transmissio
in Section V. scenarios [26]. The two states in this model can be congidere
as thegood state andbad state or the receive state and the
IV. CASE STUDIES loss state, respectively, with predefined probabilifieand g.

In this section, three different extensions where the algdhis means that the Markov chain is in tieod state if the
rithm can be extended with minor modifications are presentgécket is received in time without any errors and is inlibe
and discussed. The extensions to the regular implementatigate if the packet is lost during transmission due to Iatenc
are: (1) Extension from wired to wireless transmission, (&y bandwidth limitations of the channel.

Extension from gray scale to color images, and (3) ExtensionThe parameterg andg are called the transition probabilities
from images to video. The various models that are adoptedabthe Markov chain between thgood and thebad states.
test the feasibility and effectiveness of the proposedriafyn  The transition matrix of this two-state Markov chain can be
in these three scenarios are also discussed. represented as

1-q¢ ¢
A. Wired vs. Wireless transmission M; = [ ] 9

p 1-p

The lossy wired model that has been adopted for implemen-—rpe yajues ofy andq are quite apart with more emphasis
tation of the proposed algorithm is shown in Fig. 3. The 5li 5 the good state. For a typical wireless channel, the values
of the algorithm can be easily performed at the IP level. Thg p andq would be around).999 and0.001. Note here that
embedded image is packetized with appropriate protectidn 8, 1 ¢ = 1. Such a model is followed here for the wireless

header information and transmitted. channel simulations and the results are presented in Bectio
At the router level, the following algorithm is implemented,,

The channel (layered) header is decoded to check for a

match in the source, next hop, and destination IP addresses.

Then the packets are sorted into one of the multiple priorify Gray scale vs. Color

gueues based on the valuepfority_byte in the header. The  The algorithm can be extended to work in the case of color
transmission from this point forward is based on the pryoriimage/video transmission. In this case, differences caseba

of the packet and the current channel conditions. Only wheot only in the algorithm implementation, but in the results
qgueuel is empty, packets from queeare transmitted and sotoo. The variation in results and their analysis is presknte
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x[n] N y[n]

) value h. Since the sample values after threshold process are

sharper in the CMYK space, this lowpass filtering operatfon i
required.A is chosen to be 8 x 3 lowpass filter to simplify
implementation with respect to thg x 3 Floyd-Steinberg
kernelDgg. h is chosen to bé&.5 in our implementation.

After the error-diffusion process, the image is converted
back to RGB color space by an approximate inverse of
the transformation defined in (10). The conversion can be
represented as:

A J

+

%o [N

DEs

Fig. 5. Block diagram of the Error Diffusion algorithnl? g is the Floyd-
Steinberg kernel an@’(-, -) is the threshold operator.

S2new = SQold + K

Xn[N] hA e Si = 1-Soncw: (11)

Either the R, G, and B channels or the Y, Cb, and Cr channels
of the half-toned color marker signal can now be embedded
x[n] + ylnl _  into the luminance component of the original image/video

+ ~  frame. Each of these cases with individual and dependent
. variations ina are considered and the results are presented
- +5 and analyzed in Section V.

%[N AL C. Image vs. Video

Drs le

s There are several methods in which the previous algorithm
Fig. 6. Block diagram of the Generalized Error Diffusion azighm. i is can be .extended to video. Due to the facts that the algorithm
the hysteresis value andl is a low pass filter. ' can be |mplemented ona frame-by-fram_e _ba5|s and the effects
of watermarking on motion vectors is minimal (shown later),
this algorithm can be employed in almost all of the currently
exjsting video communication codecs like MPEG or H.263.
S&Bwever, implementing the algorithm on a frame-by-frame
here. . . . basis is practically not viable (even though it gives verghhi

Th_e hqlf-tonmg technique used for gray scale IMage PBSNR values after reconstruction) because it increasgséhe
cessing Is a _smple feedbacl_< based loop as sh_own in F 'd post-processing complexity of the video transceivers.
S Her?’DFS is the Fond-S_temberg kernel given in (1) and A trade-off issue that needs to be considered is a reduction
T'(,-) is a threshold operationz[n] andye[n], the errors in o pre- and post-processing complexity against the loss

tbhe Zth sample ?fx[n] andy[z] respei:nvely,. are ”dflffu('jssd” of some efficiency of the error concealment that the algorith

ac mt_o :.C[n +1] to a.c[n + | samples using a feedback, ,yides. We can achieve this trade-off in two ways. In thet fir

Ioc_)p. This |mplemeptat|on gives a pret_ty good estimate ef t ethod, we exploit the motion vector information of the \ide

original gray scale 'mage as a b|_nary 'mage. . [29]. It can be seen from Fig. 7 that the effect of embedding
For the case of color images/videos, we use color ditheri

[27]. Here, the color space is divided infosubspaces Cyan watermark in consecutive frames does not cause nokiceab
’ ’ ~7% differences to the motion vectors. Previous work also ssigge
(C), Magenta (M), Yellow (Y), and black (K). The original 569

) : . . that any small effects that this process creates can be osed t
RGB color images, 'S cor_lverted into an CMYK imag8snc. enhance the error concealment at the receiver by coding and
using a transformation given by

transmitting these differences [30]. Hence, we can embed th
Soud = 1-—8 low resolution versions of the I-frames inside themselvigh w
K = min{[Ssoal”} little change in the motion vector information of the P- ahe t
B-frames provided the P-frames are embedded in themselves.
Sonew = Szoa — K (10) The effects of the algorithm on motion vectors can be seen
whereS; = [R G B]T andS, = [C M Y]T. The black in Fig. 7. The originak-th and & + 1)-th frames of theTable
valueskK are initially calculated usingld C,M,Y values and tennisvideo are shown in Fig. 7(a) and (b), respectively. Fig.
then, thenew C,M,Y values are obtained by modifying the”(c) shows the original motion vectors between these two
old ones using thes& values. The error diffusion shown inframes, and Fig. 7(d) shows the effect of watermarking on
Fig. 6 is then applied to the CMYK images individually tothe motion vectors when the watermark is embedded only in
obtain a color half-toned image. the k-th frame. Note that these effects are seen in the areas
The block diagram of the generalized error diffusion algdmid-frequency range of the frame) where the watermark is
rithm used for color image half-toning, shown in Fig. 6, i€mbedded, specifically in the area of the table in this case.
quite similar to Floyd-Steinberg dithering technique ig.% Fig. 7(e) shows the effects of watermarking on motion vector

except that it has another positive feedback loop [28]. The, o _ ,
Implementation in H.263 is much more straight forward basedhe fact

sampley[n], created from t.hreShf)ld operatiqn m{n], gO?S that the algorithm can be extended to work for YUMZ:2) and ¢:2:0) color
through a scaled lowpass filté&x with a predefinedysteresis  video frames.

in Section V while the implementation changes are discus
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trade-off, we can embed the non I-frames in the motion
vectors itself. Previous work suggests that an arbitrarg-on
dimensional signal can be embedded into the motion vectors
of a video and recovered at the receiver without much loss
[31]. This can be adapted to the proposed algorithm such that
the watermark can now be embedded into the motion vectors
and can be recovered without much loss. To reduce the coding
overhead in this case, we can now embed every alternate P-
frame (instead of every P-frame) in the motion vectors that
correspond to the frame. These techniques have not yet been
explored and are under investigation.

V. EXPERIMENTAL RESULTS AND ANALYSIS

The algorithm proposed in Section Il with extensions
proposed in Section IV is implemented. For wired channel
transmission, conventional UDP protocol with packet lass i
considered, whereas a simulated point-to-point lossyléigkr
model is used for wireless cases. The following assumptions
© d) are made_ for simplicity with regard to the_i_mplementation of
the algorithm: (1) The binary loss probability of the channe
is assumed to be constant for a given network bandwidth,
(2) The source transmission rate is assumed to be less than
the maximum channel bandwidth, (3) No re-transmissions
occur, and (4) Bit errors over successfully received packet
o are negligible.

aple ‘Haar’ wavelet is used for calculating the two-level approx
T mate wavelet coefficients. For wired scenarios, the corspres
N : output stream is vectorized and multiplied with a vectott tha
is randomly generated using a Gaussian distribution. About
®© ® 1000 varying packet loss simulations have been generated in-

Fig. 7. (a) Originalk-th frame of table tennis sequence, (b) origifal(1)- dependently for each transmission and their statisticatese

th frame, (c) motion vectors betwe_en the above frames, (d)o_mwectors is taken to obtain the probability loss vector.
when the watermark is embedded in only ttéh frame, (e) motion vectors . e .
when the watermark is embedded in both the frames, and (@®relifce in In the case of wireless transmission, the channel and its

motion vectors for (c) and (e). losses are simulated using the2 simulator [32]. The power
levels for the wireless transmission are kept almost conhsta
constant fading is assumed for each of the packet transmissi

in the individual channels of a multichannel scenario. tidd

when the mark is embedded in both the frames. This figusg oted here that a standard CDRAAO system [33] is
shows that embedding in both frames removes the effectstgfiowed due to its efficiency of operation in the link layer
data hiding on motion vectors. Fig. 7(f) shows the diffeeeng,en compared to other wireless systems.

between Figs. 7(c) and (e). Table | summarizes the results of the experiment for wired
However, this algorithm can only conceal the spatial egnd wireless transmissions. In case of color images, the
rors introduced in the transmission while the temporal rroComposite PSNR (CPSNR) is calculated at the receiver. The
continue to be present. These latter errors in the video cg&fbol * indicates the images/video frames that are imple-
be easily reduced by a simple modification of the proposegented using the wired transmission simulations. Notettieat
technique. Instead of embedding the I-frames in themsglvggrcentage improvement due to localized error concealment
we embed the low resolution version of the subsequent fie case of wireless transmission is much more pronounced
frame in the current I-frame. This not only enhances thererrghan in the case of wired transmission. For each value of im-
concealment at the receiver for the current and subsequggé/video frame, the PSNR of the received image (PSNR
P- and B-frames, but also preserves the motion informatigie PSNR of the error concealed image (PSNR and the
by giving a reference for the prediction. For enhanced errpSNR of the local-scaled error concealed image (PSNR
concealment in P- and B-frames, their motion vectors cam algre noted.
be embedded along with the low resolution versions of theWhen the received frame is error concealed using the
frames. A disadvantage of this modification would be that Igroposed a|gorithm, the sca”ng Operation performed on the
does not take care of the loss of information in the I-framgncealed data blocks is fixed. Instead, if localized irgerp
itself. lation is performed on the reconstructed blocks by consid-
In the second method to achieve the processing-efficiereyng the neighboring pixels that were correctly receiva,

20) N 20)
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TABLE |
PERFORMANCE OF THE PROPOSED ALGORITHMPSNR (N DB) FOR A
FIXED MEAN LOSS15%AND VARIANCE 2.5%

Frame/lmage | PSNR..c | PSNR.,. | PSNR,. | % inc
Sall 19.4923 | 26.5968 | 29.6880 | 11.6
Cameraman*| 19.8271 | 27.6852 | 28.9047 4.4

News 21.9273 | 27.2865 | 30.5244 | 11.9
Psycho 15.6776 | 25.4005 | 29.4129 | 15.8
Table tennis | 16.8707 | 24.3020 | 27.6268 | 13.7
Flower 17.8046 | 21.6195 | 24.6611 | 14.1
Football 19.1367 | 27.7806 | 30.9214 | 11.3
Stefan 20.1159 | 26.5788 | 29.4279 | 10.7
Coastguard* | 20.0866 25.6650 | 27.0271 5.3

Hockey 19.3017 | 24.3303 | 33.2081 | 36.5
Girl 18.1319 | 25.4701 | 31.7092 | 245
Frank 20.0172 | 23.0964 | 29.0501 | 25.8
Surf 18.1977 | 23.5479 | 30.4909 | 295
Gold hill* 18.0111 | 27.1874 | 28.4486 4.6

*wired cases

improvement in the visual quality of the restored frame is j . '
observed (as can be seen in Table I). . ' o o

A sample result for the wired transmission case is shown in (c) (d)
Fig. 8 for theCameraman image with the parameter values: g g (q) original frame, (b) Received frame with mean Ipssbability
= 3.6, mean loss probability .15, loss variance 2.5%. The = 0.15, variance =2.5%; PSNR =19.8271, (c) Error concealed framey
received frame had a PSNR = 19.83 and the error concealed= 3.6; PSNR =27.6852, and (d) Localized scaling error concealed frame;
image had a PSNR. = 27.69. These frames with the original PSNR =28.9047.
frame are shown in Figs. 8(a), (b) and (c). Fig. 8(d) has been
obtained by localized scaling error concealment. Here, the
error-concealed image is locally scaled by using a locatina at higher loss probabilities of.4 — 0.6. The variation of
kernel of size8 x 8 or 16 x 16 (based on the size of the lostthe watermark quality with the loss probability for the same
data area). The PSNR obtained by performing this localizé@mple set oR5 simulations is plotted in Fig. 12. The mean
scaling operation on the error-concealed image is PSNR and the standard deviations of the extracted watermarktgual
28.90. However, better results in terms of PSNR are expectége plotted in Fig. 13. Note that while the mean decreased,
if the kernel size is varied. the standard deviations increased non-linearly with iasireg

In Fig. 9, a sample result for the wireless transmissid?RCket loss probabilities. This suggests that the vanaiio
simulation are presented for tiSail image with the parameter the decrease in extracted watermark quality is non-liriesr,
values: o = 5, average loss probability #.12, and loss the decrease in quality varies less at lower loss probaisilit
variance =5%. The received image had a PSNR= 19.30 and changes more at higher loss probabilities even with high
(the value of19.4923 that is listed in the table is CPSNR, i.e. obustness. It can be shown that finding an optimum value of
it is obtained for the color image). The original, receiveutia the scaling parametes, might compensate for this non-linear
error-concealed images (PSNR= 28.17) are shown in Figs. variation.
9(a), (b) and (c) respectively and the localized error caleme

image with8 x 8 kernel (PSNR,. = 29.91) is represented in ) L
Fig. 9(d). A. Scaling parameter variation

A sample set oR5 iterations for error concealment and lo- The value of the scaling parameteris changed to vary
calized concealment algorithms &ail image (due to random- the strength of the embedded watermark. The paranaeter
ness in loss for wireless scenarios) is represented in Eig. this case defines the robustness of the watermark with respec
with variations in packet loss probability. As seen fromsihe to channel errors. As increases, it not only enhances the
simulations, the quality of the error-concealed image igimuquality of the received marker, but also makes the embedded
better (approximatelg—8 dB improvement) for all cases. Thewatermark more visible thus reducing the quality of the
localized error concealment algorithm achieved highetigua received image/frame. Hence, it is important to choose an
(approximately2—3 dB over the error concealment algorithm)optimum value ofa such that there is a balance between
Note that the improvements in the PSNR values increased witle quality of the received image/video frame and the amount
increasing loss probabilities. The mean and standardl@via of the information embedded for the quality of the received
of these curves are shown in Fig. 11. Note that the variatioratermark to be high.
of standard deviations was higher at lower packet losses and'he results of the experiment with variation can be seen
lower at higher packet losses. in Fig. 14. TheSail image in Fig. 14(a) is embedded with

Since 4 copies of the marker are embedded in the imx value of 1 while that in Fig. 14(b) is embedded with
agel/video frame, it can be extracted with high quality everalue of10 at the extreme case. The embedded signal content
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Fig. 10. Comparison of the quality of the received frame ¥& érror

concealed (EC) and the localized error concealed framds wetiation in
loss probability for a sample set @b simulations.

401
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Received
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Fig. 11. The mean and standard deviation of the curves inTdg.

33r

PSNR (in dB)

2951

(d)

2 s s s s ‘ |
Fig. 9. (a)The original image, (b)The received image withamdoss ’ ™ 2 packetloss proabity o o
probability 0f0.12 and variancé% (PSNR=9.3003), (c) The error corrected

image using the data hiding algorithm with= 5; (PSNR=28.1702), and (d) Fig. 12.  The variation of the quality of the extracted waterknwith

The localized error corrected image with kernel size8; (PSNR=29.9137).  increasing packet loss probabilities for the same samplassén Fig. 10.
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Fig. 13. The mean and standard deviation of the extractedrmark quality Fig. 15. Result of watermark quality variation with for a sample packet
in Fig. 12. loss probability 0f0.09. The plot also shows the convergence of watermark
quality for higher values oé.

T T T
—+ inserted mark quality
—*— extracted mark quality
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Fig. 14. Results with different values af(a) o = 1, and (b)a = 10 (extreme
cases).

PSNR (in dB)

in Fig. 14(b) increased multi fold thus highly decreasing th
frame quality. Yo 1 2 5 4 5 s 7 8 s 1

The extracted watermark from the received image, however, e
has quality variations that follow a different trend. Fi 1rig 16, comparison of extracted watermark quality withrdeing frame
shows the variation of the quality of the extracted watekmanuality after watermark insertion.
for packet loss probability =0.09. Note that the quality
converges to a maximum valug2(11 dB in the case ofail
image). The value (_)fy at which this maximum |s.ach|eved,athmh_ Also, since this value is close ,),...;, the non-
Qihresh, CAN be defined as the smallestafter which there |inaar marker quality fluctuations seen in Fig. 13 are reduce
is no substantial increase in the q_uallty for increasing’he it ot eliminated.
value of a5, for the Sail image is4.74.

Since increasingy would decrease the quality of the re- .
ceived image/video frame, choosing = an..., would be B Effects on chrominance components
a start in finding the optimum. However, even atvp.csh, For the case of color images/video, losses are simulated
we are not guaranteed a high quality of the received imagdmth in the RGB color space and the YCbCr color space. In the
Here, the optimum is found graphically by plotting the gtyali latter case, even though the losses that affect all threenes
variations of the received image and the extracted watdrmare considered, those that effect only the luminance chhanne
againsta variation and finding the point of intersection ofare given higher priority because most of the embedded
these two curves based on the assumption that the transmittéormation in the YCbCr (YUV in case of H.263) color space
has a good estimate of the channel losses (this can be aghiggemainly concentrated in the luminance channel.
by either using the feedback from the receiver or expectingThe result of the algorithm implementation on thal color
the channel to follow a particular probabilistic distritmt image are shown in Fig. 17. The original color image is
that closely approximates the real time channel losseg). Fshown in Fig. 17(a), while Fig. 17(b) represents the reakive
16 shows this plot for theSail image for a mean packetimage with errors due to wireless channel occurring in all
loss probability 0f0.09. As expected, the optimum value ofthree channels of YCbCr color space (PSNR= 19.49). The
a (the point of intersection4.19) lies below the value of error concealed image with PSNR = 26.60 and the localized
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(@) (b) (© (d)

Fig. 18. (a)The original watermark color image, (b)The nes watermark
for a mean loss probability of.15 and variance3% when RGB channels
are embedded with=>5, (c) The extracted watermark for the same loss when
YCrCb channels 4;2:0) are embedded wittn=5 , and (d) The extracted
watermark when YCrCb 4(2:0) channels are embedded witly =3.75,
acp=4.5, and a¢,-=5. Note that (b), (c), and (d) are inverse half-toned
images.

scaled error concealed image with PSNR= 29.69 are shown
in Figs. 17(c) and (d) respectively.

Here, the embedded color dithered watermark is in RGB
color space and all three channels are embedded into the
luminance channel of the image. The watermark can also
be converted into YCbCr color space before it is embedded.
This way, the implementation of the algorithm at the receive
is much simpler. Besides, it helps in the compression of
data to be embedded. For example, instead of embedding the
entire color information, we can sub-sample the chromieanc
components and embed tHe2:2 or 4:2:0 watermark in the
luminance channel of the original image/video frame. This
proves to be effective for codecs like H.263 where such kind
of sub-sampling is usually adopted.

The extracted watermark quality difference between em-
bedding the RGB channels of the watermark and embedding
the YCDbCr channels is very little. This can be seen from
Fig. 18. The original color watermark, the extracted color
watermark from the received image (mean loss probability
= 0.15, loss variance =5%) when RGB channels of the
watermark are embedded € 5), and when YCbCr channels
are embeddedo( = 5) are shown in Figs. 18(a), (b) and (c)
respectively. In fact, the simplicity in the implementatiand
compression are the only reasons that make embedding sub-
sampled chrominance components more appealing.

The quality of the extracted color watermark can be further
improved if differentn values are used to embed each of the Y,
Cb, Cr channels independently. Fig. 18(d) shows the exdact
color watermark when thex values for luminance and the
chrominance components a3€r5, 4.5, and5 respectively. In
this case, a reasonable improvement is seen in the quality of
the extracted watermark when compared to Figs. 18(b) and (c)
The values ofay, acy, andag, are randomly chosen here
and may not be optimum for each of the individual channel’s
reconstruction. However, better results are expected ¢hsu
kind of optimization is performed.

C. Comparison with other techniques

Table. 1l shows the comparison of the proposed technique
and the techniques presented in [14]-[18] (obtained fro8f)[1
(d) Note that the proposed algorithm gives an improvement®f
Fig. 17. (a)The original color image, (b)The received imagith mean OB over the existing error concealment techniques.
loss probability of 0.15 and variance3% with loss occurring in all 3 An alternate method to achieve high level of error conceal-
channels (PSNRE9.4923), (c) The error concealed image using the dat . . . .
hiding algorithm (PSNR26.5968), and (d) The localized error corrected?nent performa}nce is to transmit the IOW reS_‘OIUtlon yer5|on
image (PSNR29.6880). of the image/video frame as a encoded side information. The

encoded bits of the low resolution image would be generated
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TABLE 1l
PERFORMANCE COMPARISON INPSNR OB).

401

Image | Sun’s | Salama’'s| Wang's | Park’s | Li's | Ours i
Lena 23.93| 23.99 24.41 | 24.96 | 26.46 | 28.23
Pepper | 22.19 | 23.69 24.06 | 24.48 | 27.25| 29.47

Zelda 26.35 27.13 26.40 | 27.36 | 28.33| 29.08 s0F
Baboon | 17.46 18.98 19.02 | 17.42 - 21.92 g
% 251
in the same manner as proposed. They would comprise the side | £con

information and transmitted through the same channeladste
of embedding them in the source. This approach yield results
that are comparable to the proposed technique. Howevee, the

15- ECSI

are three problems with this approach: ; o o e o o5 o6
« Side information can be appended to the encoded video, Packetloss probaviites
but this addition incurs higher transmission bandwidth. (@)

If however, the compression or encryption of the video
is increased to accommodate for the side information
without increasing the bandwidth, there would be an in-
crease in computational complexity. Data hiding provides
a seamless alternative to achieve this trade-off [34]. EcoH
« Since the effects of the wireless channel are approximated
by independent or burst errors from packet losses, there
would be significant loss incurred in the low resolution
reference. Therefore, recovering the lost data of the high
resolution image would be very difficult if either the areas
where the losses occur match or higher losses occur in

PSNR (in dB)

the zoomed up low resolution image. - ecsi

« More often than not, the compressed mark embedded
image requires more bits to be encoded than the com- » ‘ ‘ ‘ ‘ ‘
pressed original due to the higher entropy of the data ’ o * pacetioss potatiies ° °°
hiding process. However, the increase in the number of (b)

b_ltS IS very small. For example,raockey video f_rame OT Fig. 19. PSNR vs. loss rate curves for the techniques of eancealment
size 240 x 320 was 7899 bytes after compression, whileysing data hiding (ECDH) and error concealment using siderrimation

its marker wasl085 bytes. The mark embedded imagdECSI) for the Sail image. (a) PSNR of the reconstructed image and (b)
was 8015 bytes after compression. This implies that thESNR of the retrieved low resolution images.

transmission of side information bits would requiré9d

bytes more (and therefore higher bandwidth) than the

encoded data hidden signal.

Simulations have been carried out for the case of tra
mitting the low resolution image as a data hidden waterm
(ECDH) and as encoded side channel information (ECSI) i
wireless scenario. Fig. 19(a) gives the PSNR versus loss "R
curves of the two techniques. It can be seen that ECDH p
forms better at higher loss rates (up3el dB improvement),
while the performance of both the techniques is compara

at I?(Wtelr loss rélijtez_l_(tl_lp tOO%ZOOS():'SII\I?tedth?t a_t verybl(?[\t/v vector information to embed the watermark of the subsequent
packet loss probabilities0.04), €nads 10 give a belleTb_frame in the current I-frame. Another future direction on

performance. This may be due to the fact that the end res‘fﬁlfs would be to identify the areas in the image/video frame

of the ECD.H. suffer_s from minor data h|d|pg_ defects, WhICQ/here there is a little or no motion and embed the watermark
are rarely visible. Fig. 19(b) shows the variation in the IPSNin those areas. This might prove to be useful since viewers

values of the received low resolution reference images. ;o tend to focus on the areas that contain high motion.

Another possible future direction would be to devise a
watermarking technique that is robust for this application

The data hiding technique employed for error concealmeBpread spectrum watermarking was considered here as a
is efficient in protecting the low-low wavelet coefficienté oproof of concept due to its ease of implementation in DCT
the frame from transmission errors by embedding multipomain. However, it is not ideal for this application duetw® i

scaled copies of these coefficients in the frame itself. A
N3calized scaling error concealment technique is impldasten
improving the perceptual quality of the video frames
ected with packet losses. Simulation results with asialy
ve been presented for various loss rates. Wired to wireles
Srr'ay scale to color, and image to video extensions to the
roposed algorithm are presented. Possible future work is i
tﬂ'f‘e video processing extension. It includes exploitingiorot

VI. CONCLUDING REMARKS
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large spreading gain and higher entropy. Quantizationdageo]
watermarking may be an alternative. A robust watermarking
technique that is targeted for error control applicatiofi$ s 21]
needs to be developed.
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