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Abstract

This paper presents a segmentation method for line ex-
traction in 2-D range images. It uses a prototype-based
fuzzy clustering algorithm in a split-and-merge framework.
The split-and-merge structure allows us to use the fuzzy
clustering algorithm without any previous knowledge on the
number of prototypes. This algorithm aims to be used in
mobile robots navigation systems for dynamic map build-
ing. Simulation results show its good performance com-
pared to some classical approaches.

1. Introduction

Environment maps are extensively used in mobile robots
navigation systems for tasks like map-based positioning or
global path planning. When the robot moves on a flat
ground, a 2-D map is sufficient to solve these problems. For
indoor environments, a such map can be extracted from a set
of range data provided by a rotating laser range finder. Pla-
nar surfaces that often occur in structured environments are
modeled by line segments. The process of line extraction
from range data must be executed on line while the robot is
moving, and it must provide an accurate polygonal model
of the environment. Classical algorithms initially used for
this task [3, 6, 7] are issued from the edge segmentation
methods developed for video image processing. These algo-
rithms are generally very sensitive to changes on some pa-
rameters. More sophisticated methods like prototype-based
fuzzy clustering algorithms [1, 5] are more robust but they
are generally more time expensive. In order to avoid some
drawbacks of these solutions, this paper proposes a split-
and-merge segmentation algorithm based on the fuzzy clus-
tering approach.

In this paper, Section 2 presents some classical line ex-
traction algorithms as well as the fuzzy clustering approach
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with a new representation for the line parameters. The pro-
posed algorithm is described in Section 3 and compared
with other approaches in the simulation experiment in Sec-
tion 4. The conclusions of this research are presented in
Section 5.

2. Line extraction algorithms

A 2-D range image is represented by� � ���� � ��� � � �
�� � � � � ��, where ��� � ��� are the cartesian coordinates of
the j-th point. The points are sequentially acquired by the
laser range finder with a given angular resolution.

2.1. Sequential algorithms

Some algorithms as the successive edge following (SEF)
and the line tracking (LT) process the data points se-
quentially [6, 7]. The SEF terminates a line segment
on the point ������ ����� if its distance to the next
point ���� ��� is greater than a threshold ����. The
search for a new line is started from ���� ���. The LT
algorithm verifies the distance �� of the current point
���� ��� to the line fit by the accumulated last support
points � � ������� ������ ������ ������ � � � � ���� ����. If
�� � ���� the already fit line is stored in a list and
a new line search starts from ������ ����� with � �
������� ������ ���� ����. These algorithms suffer from a
high sensibility to the thresholds ���� and ����.

2.2. Recursive algorithms

A well known recursive algorithm is the iterative end
point fit (IEPF) [3]. This algorithm recursively splits a
set of points � � ���� � �� �� ������ ������ � � � � ���� ����
into two subsets �� � ���� � �� �� ���� ���� ���� and ��� �
����� ���� ���� ���� ���� if a validation criterion is not satis-
fied. ���� ��� � � is the point for which the distance ��
to the line formed by the extreme points of � is maximum.



The criterion validates lines with �� � ����. This is a re-
cursive algorithm because the same procedure is repeated
to �� and ��� until all validation criteria are satisfied. Due
to its good performance and being computationaly inexpen-
sive, the IEPF and its derivatives are commonly used for
line extraction in range images [4].

2.3. Prototype-based fuzzy clustering algorithm

The main objective of prototype-based fuzzy clustering
algorithms is to reduce iteratively a cost function 	 . Most
algorithms use a cost function given by
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In eq. (1), 
 � represents the parameters of the i-th pro-
totype and ���� is the grade of membership of the j-th point
��� � ��� to the prototype 
 �. ���� � �� � 
�� is a distance func-
tion between the point ��� � ��� and the prototype 
 � and 
is a constant. The fuzzy clustering algorithm also imposes
the following constraints:
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For the purposes of straight lines extraction, there exist
different representations for the prototypes 
 � based on the
cluster covariance matrix [1, 5]. However, the new approach
proposed in this paper uses a more compact representa-
tion. This representation is given by 
 � ����� ��� � � �
�� � � � � ��, where 
� � ���� ��� are the polar parameters
of the i-th straight line. From the polar representation of a
line � � � ��	��� 
 � 	����� [8], a suitable choice for the
distance function � is
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where � ���� � �� � 
�� � ������ ��	������� 	�������
�� and

����� � �� � 
�� is a penalty function for points that are very
far from the cluster center.

Partitioning the data set � into � prototypes 
 is accom-
plished by minimizing the objective function 	 (eq. (1)).
In order to consider the constraints (3), the Lagrange multi-
pliers method is used and the problem becomes to minimize
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where the ��’� are the Lagrange’s multipliers. � is
minimized by using the alternating optimization method.

Therefore, by considering 
 as constant, � �� is deter-
mined as the one that satisfies �� �
�� �������� � � and
�� �
�� ������� � �� Thus, ��� is given by
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In order to determine the parameters of the proto-
type 
�, the membership measures ��� are considered
as constants and the following equations set is solved:
�	�
�� �����
� � �� Therefore, using eqs. (1) and (4),
it can be shown that �� and �� are given by
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In the above development, the penalty function � was
kept as constant and given by

����� � �� � 
�� � ��� � ���
� 
 ��� � ���

�� (10)

where �� and �� are the weighted center of gravity coordi-
nates of the i-th prototype from the last iteration (eq. (9)).

The prototype-based fuzzy line extraction algorithm is
summarized as follows:

1. There are given the data set � , the number of lines � and the
initial prototypes �;

2. Update the membership grade measures ��� , for � � �� � � � � �

and � � �� � � � � � , using eq. (6);

3. Update the prototype parameters �� for � � �� � � � � � , using
eqs. (7) and (8);

4. If for at least one prototype parameter its change is greater than
a given threshold, go to step 2;

5. End.

The main drawbacks of this algorithm are its sensitivity
to initialization (e.g. the initial prototypes), to local minima
of 	 , to noise and outliers and the difficulty to determine a
priori the number of lines �. There exist other approaches
to deal with these drawbacks as shown in [2].



3. The proposed algorithm

The algorithm SMF (split-and-merge fuzzy) proposed in
this paper uses the previous fuzzy clustering approach pre-
sented in Section 2.3 in a split-and-merge framework. In
the SMF, a list of lines � � ��� � � � �� � � � � �� is iter-
atively updated. In this list the k-th line is represented by
�� � ���� ��� ���� �������, where �� and �� are its polar pa-
rameters and ����� ���� are the coordinates of the center of
gravity of the set of points that generated this line. Such
points are also called support points, and their index j are
stored in the vector �� . During the split phase, the lines
are generated following a validation criterion based on the
dispersion of their support points given by
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where �� is the number of support points.
The split phase corresponds to the following procedure:

1. Initialization:

(a) � is initially composed of just one line: the one that

best fit all points � , and ����
�

� �.

(b) Set the generation number 	 � ��

2. Update the m-th generation list size as ����
�

�� �
�����
�

;

3. For each line �� , 
 � �� � � � ��
�����
�

, in � that does not
satisfy �� � ���� , do:

(a) Create two new lines �
�

�
and �

��

�
from the support points

of �� by executing the fuzzy line extraction algorithm
with � � �;

(b) Substitute �� by ��
�

and add ���
�

to the end of �.

(c) �
���
�

�� �
���
�

� �;

4. If there is at least one line �� , 
 � �� � � � � �
���
�

, that does not
satisfy �� � ���� , go to step 2;

5. End.

The only user supplied parameter is the threshold ����.
This parameter may be determined given a statistical analy-
sis of the range sensor errors.

In the merge phase, for each line �� in � two other lines
�� and �� are chosen as fusion candidates. These candidates
are the two closest lines to �� given the distance of their
center of gravity coordinates. In this work, the fusion of
two lines �� and ��� is represented by � � ������ and is defined
as the line � fit by the support points of � � and ���. The fused
line �� is the one that gives the smallest dispersion between
����� and ����� and that also satisfies the dispersion crite-
rion �� � ����. The merge phase exits when there is no
more possible fusions.
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Figure 1. Simulation environment.

4. Evaluation

In order to compare the SMF algorithm and the classical
LT and IEPF algorithms, experiments were carried out in
the simulated environment shown in Figure 1. Due to the
bad results of the SEF algorithm in previous simulations,
this one was not used in this experiment.

In this simulation, a mobile robot equipped with a laser
range finder moves among the obstacles represented by the
lines numbered from 1 to 15 (Fig. 1). The range finder
has an angular field of view of ���� and a resolution of
����. The measured distances are contaminated with a
Gaussian random noise whose the standard deviation is ���
�. These sensor parameters are the same as those of the
Ladar 2D30 IBEO Lasertechnik.

The experiment consisted in moving the robot following
the trajectory ABCDEF and generating 200 synthetic range
images at intermediary positions on this trajectory. For each
range image, the three algorithms LT, IEPF and SMF were
executed. In order to illustrate the simulation results, four
quality measures were evaluated. These measures are statis-
tics related to the lines extracted from each environment line
�� � ���� � �

�
� �, � � �� � � � � ��. Let �� � � be a sub-list of

�� extracted lines with support points generated by � �. An
extracted line cannot belong to more than one set � �. How-
ever a given extracted line �� may have support points gen-
erated from different environment lines. In this case, �� is
associated with the sub-list of the more similar environment
line in the polar parameters sense. As a given environment
line �� may be associated to one or more extracted lines as
consequence of the algorithm behavior, it is interesting to
measure the validity of such extracted lines. In doing so, a
given line �� extracted from an environment line � � is valid
iff ���� � ��� � ���  and ���� � ��� � ���� Therefore,
�� being the number of valid extracted lines from the sub-



Table 1. Results on ��� and � �.
Environment ��� � �

line !� LT IEPF SMF LT IEPF SMF

1 1.28 1.85 1.01� 0.86 0.80 0.88�

2 1.81 2.58 1.14� 0.64 0.41 0.84�

3 1.07 1.15 1.00� 0.07 0.32� 0.14

4 1.91 2.65 1.20� 0.66 0.57 0.88�

5 1.11 1.21 1.00� 0.72� 0.51 0.56

6 3.88 6.64 1.13� 0.62 0.45 0.94�

7 1.98 2.48 1.47� 0.39 0.33 0.42�

8 3.66 6.23 1.19� 0.63 0.45 0.93�

9 2.61 4.17 1.13� 0.61 0.46 0.94�

10 1.12 1.15 1.03� 0.46 0.50 0.60�

11 1.08 1.07 1.00� 0.25 0.51� 0.33

12 1.79 2.21 1.11� 0.76 0.74 0.94�

13 4.07 6.46 1.48� 0.28� 0.18 0.27

14 1.82 2.72 1.07� 0.50 0.48 0.56�

15 2.32 3.04 1.34� 0.70 0.57 0.89�

list ��, let define the validation ratio  � � �����, with
� �  � � �.  � is close to � when the extracted lines look
like the corresponding environment line � �.

The parameters employed in this simulation were
���� � �� � for the LT and IEPF algorithms, and
���� � � � for the SMF algorithm. Table 1 presents
the mean values ��� and � � of �� and  � given the extracted
lines obtained from the LT, IEPF and SMF algorithms on
the 200 range images. The values followed by � indicate the
best performances. The SMF algorithm gave lower values
of ��� for all environment lines than the LT and IEPF algo-
rithms. This indicates that the SMF algorithm breaks less
environment lines than the others ones. For � �, the SMF
also presented the best results, except for the environment
lines 3, 5, 11 and 13. Table 2 presents the mean absolute
errors �"� and �"� on the polar parameters �� and �� of the
extracted lines. These measures are referred to the corre-
sponding environment line � �. The SMF also gave lower
mean absolute errors except for the environment lines 3, 5,
10 and 11. Therefore, for these lines the differences with
respect to the LT and IEPF algorithms are very small: less
than 6 cm for ��, and less than 2� for ��. For all the other
lines, the SMF gave the best results with discrepancies in �"�
and �"� that are not negligible for some lines.

5. Conclusion

This paper describes a new line extraction algorithm for
2-D range images. It uses a prototype-based fuzzy cluster-
ing algorithm in a split-and-merge framework. The split-
and-merge structure allows the use of the fuzzy clustering
algorithm without previous knowledge of the number of

Table 2. Results on �"� and �"�.
Environment �"� in cm �"� in degrees

line !� LT IEPF SMF LT IEPF SMF

1 6.13 9.25 2.85� 2.57 3.83 1.05�

2 11.75 11.35 8.12� 2.00 2.07 1.42�

3 4.14 2.08 1.41� 8.32 4.98� 6.31

4 18.85 18.18 13.85� 4.18 5.23 2.11�

5 5.42 3.45� 4.34 9.36 6.60� 8.43

6 13.97 19.09 3.88� 2.20 4.65 0.32�

7 19.46 20.38 10.48� 5.07 6.51 2.66�

8 12.89 17.68 4.79� 2.59 4.07 0.76�

9 15.79 19.60 6.74� 2.25 3.70 0.82�

10 9.17� 13.52 14.35 0.77� 1.99 1.19

11 10.71� 11.18 12.76 0.97� 1.19 1.10

12 15.70 14.08 8.01� 4.82 5.06 2.19�

13 16.50 20.77 4.16� 3.75 4.36 1.00�

14 12.28 14.50 3.47� 4.84 7.29 1.19�

15 6.70 7.11 2.46� 6.47 7.25 2.31�

prototypes. Therefore, other more robust fuzzy clustering
algorithms me be also used. Experiments carried out on
a simulated environment showed the good performance of
the SMF compared with other most used approaches. This
method could be applied for line extraction in video images.
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